Computer Exercises EC50162

Computer Exercise 1

Panel Data

The data file for computer practical 1, contains data on the level of FDI into China (LFDI), Chinese stock price measure (LCHTQ). Then a number of regional variables including: real per capita GNP, (LPCRGNP), real wages (LRW) and per capita expenditure on education (LPCE) and regional population (LPOP). The data is in a panel consisting of the main regions in China and the years from 1996 to 2003. There are 26 regions included, giving 208 observations in all. The data is already in logarithmic form.

1) Create a panel structure in E-views. To do this you need to go to  ‘proc’ then click on structure…. In the resultant box you need to click on workfile structure type, then scroll down until you get to ‘dated panel’. In the cross section box type ‘place’ and in the date series box type ‘year’. Then highlight annual in the frequency box. It should now be in a panel structure.

2)  Run the following regression (Quick + estimate equation)
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     Comment on the results, in particular do the stock price effects have a significant impact on FDI flows, what is the explanatory power and is there any evidence of autocorrelation

3) Re-run the above model using fixed effects in both the cross section and period forms (Quick + estimate equation + panel options). What effect does it have on the results?
4) Re-run the above model using random effects to both the cross section and period. Does this improve the results (Hausman Test)?

5) Does the inclusion of a lagged dependent variable improve the result, in particular does it remedy the autocorrelation problem.
Computer Exercise 2
ARIMA MODELLING 
This practical requires the data from computer practical 2, which is a file containing the producer price index (PPI) data for the United States as used in Enders illustrations (It also contains money supply data, which you can also investigate if you complete this exercise with the PPI data)..

The file contains quarterly observations on the single variable PPI, the US Producer Price Index, 1985=100 for the period 1960q1 to 2002q1. You will need to create the following additional variables:


Intercept


Seasonal dummy variables


DPPI=PPI-PPI(-1)


LPPI=log(PPI)


DLPPI=LPPI-LPPI(-1)

a) 
Plot PPI, DPPI and DLPPI and verify that they correspond to the figures shown on p. 88 of Enders. The log change series (DLPPI) is exponentially equivalent to the growth rate in a variable and so it shows the quarterly producer price inflation rate over the sample period. You will see that inflation was worst in the 1970s.

Examine the autocorrelation function for each variable by clicking in EViews on ‘view’ and choosing ‘Correlogram’. In the specification window choose ‘level’ and ‘25’ lags. From these results and the plots assess whether the PPI is stationary in levels? Is it stationary in differences?

You should notice a slight upward “blip” at the fourth lag in the autocorrelation functions for DPPI and DLPPI. Can you offer an explanation for this?

b) 
Estimate AR1 and AR2 models for DLPPI, for the sample period 1960q1 to 2002q  Your results should correspond closely to those reported in the first two columns of Enders, p.90. (Click on ‘Quick’, then ‘estimate equation’. In the equation specification window type ‘dlppi c ar(1)’ and ‘dlppi c ar(1)ar(2)’.)
Save the residuals (say, as RES) in each case and compute the Ljung-Box Q-statistics for them( Again with the correlogram option). Is there significant autocorrelation?

Assess the other diagnostic tests and especially the out of sample forecast tests. To do this run the model from 1960q1 to 1990q4, with the remaining observations being used for the out of sample forecasts. Which of the two models is preferable and why?

Assess whether it is appropriate to include seasonal dummy variables.

c) 
Now estimate ARMA(1,1) and ARMA(1,2) models. This time type in ‘ dlppi c ar(1) ma(1)’ then ‘dlppi c ar(1) ma(1) ma(2)’. Assess the results. Should you include seasonal dummy variables?

Retrieve the residuals again and compute the Ljung-Box Q-statistics, and summarise your findings.

d) 
Now try the ARMA(1, (1,4)) model in the fourth column of Table 2.4. This model has 1st and 4th moving average lags in the error process, but omits the intervening 2nd and 3rd lags. To estimate this model type ‘ma(1) ma(4)’. Compare your results with the ARMA(1,1) and ARMA(1,2) models.

Using this ARMA(1, (1,4)) model perform a test for structural stability with a sample break after 1971q4. Is the model stable?

Examine and assess the forecast performance of this model after 1990q4?

COMPUTER EXERCISE 3
TIME SERIES MODEL SPECIFICATION - THE COINTEGRATION OF DIVIDENDS AND PROFITS
The file computer practical 3 is a E-views file containing seasonally adjusted data from 1970 q1 to 1991 q4 for the US for GDP, personal disposable income, consumer spending, profits and dividends. The definitions are as follows:

GDP:

real Gross Domestic Product, billions of 1987 dollars

PDI:

real Personal Disposable Income, billions of 1987 dollars

PCE:

real Consumers Expenditure, billions of 1987 dollars

PR:

Profits after tax, billions of current US dollars

DIV:

Dividends, billions of current US dollars

Create first differences of each variable i.e. DGDP=GDP-GDP(-1) etc. (You can also try the tests with the variables in log-linear form)
1)
In order to investigate the stationarity properties of each variable we will first examine the degree of autocorrelation in each variable series on its own. Series which are highly autocorrelated are unlikely to be stationary. A series that is stationary and therefore has movements which are purely stochastic should show no autocorrelation. We can plot the autocorrelation function for each variable by choosing the ‘correlogram’ option as in the previous exercise.
A non-stationary series will typically have an autocorrelation function which starts close to one and converges monotonically towards the horizontal axis as the order to autocorrelation increases.

Perform this for each variable and assess your findings.

2) For each variable use the Augmented Dickey Fuller test (ADF) to determine if the series are stationary. To do this click on the view button on the button bar above the spreadsheet. For each series you will then get a unit root test selection box appear. 
For test type, choose ADF. 
Test in ‘level’ form.
 Include an intercept 
Include 4 lagged differences
 Interpret the result. Repeat this test, but this time test for unit root in 1st difference. Does it make any difference if you include a trend and intercept? Finally compare the result using the ADF test with that using the Phillips-Perron test.
3)
How would you decide whether the ADF test is more appropriate than the DF test? It might be appropriate to perform regressions on each differenced variable on its lagged level and lagged differences.

4)
Consider the Dividends and Profits series. Since dividends depend on profits, consider the following simple model:

DIVt  =  a1  +  a2 PRt + ut
(i) Would you expect this regression to suffer from the spurious regression phenomenon? Why?

(ii) Are dividends and profits time series cointegrated? ( To conduct this test in E-views, you need to run the regression using OLS, save the residuals, then carry out the ADF test on the residuals, as done earlier.) If, after testing, you find that they are cointegrated, would your answer in 1) change?

(iii) Employ the error correction mechanism (ECM) to study the short- and long-run behaviour of dividends in relation to profits. What do you find? Are your results similar if you adopt the Engle-Granger two-stage method and use the residuals from the long-run model above as an error correction variable?

5)
Take the first differences of the time series in the dataset and plot them. Also repeat 1) to obtain a correlogram for each time series up to 25 lags. What strikes you about these correlograms?

6) 
Instead of regressing dividends on profits in level form, suppose your regress the first difference of dividends on the first difference of profits. Would you include the intercept in this regression? Why or why not? Show the results of this estimation.

7)
Repeat stage 4) but using real consumers expenditure and real personal disposable income this time. What do you find?

Computer Exercise 4
VECTOR AUTOREGRESSION and JOHANSEN ML PROCEDURE
The Excel file computer practical 5 contains a dataset with monthly data on US interest rates from 1955 to 2003 and other macroeconomic variables:

FEDFUNDS: Fed’s main interest rate

TBILL: 3 month US Treasury Bill rate (short-term interest rate)

R1: Interest rate on 1 year government securities

R3: Interest rate on 3 year government securities

R10: Interest rate on 10 year government securities

You will need to create first differences of the three interest rate variables, as well as a constant and seasonal dummy variables.

1) Estimate using a Vector Autoregressive (VAR) model the following:

                TBILLt = a0 + a1R1t + a2R3t +a3R10t+ ut



 (Don’t forget to estimate all four models, with each of the variables acting as the dependent variable) Assess the various diagnostic tests, especially the tests for autocorrelation. Suggest a potential problem with this model? (In EViews you need to click on the quick menu and then on estimate VAR. In the endogenous box type the 3 variables and in the exogenous box the constant (c), finally in the lag interval box type 1 4 to estimate a VAR(4)).

2) Re-estimate the above models using first-differenced variables. Does this solve the problem identified in 1)? Use the Akaike criteria to select the most appropriate lag length and re-estimate the model. Add seasonal dummy variables to the model, are they jointly significant?

3) To perform Granger Causality tests, you need to click on Group Statistics and then the Granger Causality option from the quick menu. After specifying an appropriate lag length, EViews automatically produces results for causality tests for all combinations of two variables in the system. Alternatively choose ‘view’ then ‘lag structure’ and the Granger causality option.
4) Produce impulse responses for the estimated model and assess the effects on the variables. (Click the Impulse on the button bar above the VAR object. In the VAR impulse responses box that appears, select 10 periods, combined response graphs, impulse responses and analytic response standard errors.

5)
Now investigate the cointegration properties of the three interest rates, excluding the Tbill rate, using the Johansen procedure. Select View/Cointegration Test from the group/VAR toolbar (assume all variables are I(1)). Use 4 lags on the variables and an intercept in the vector autoregression. (Select option 3 from the cointegration menu)


Examine the Trace and Maximum Eigenvalue test statistics. How many cointegrating vectors do you have? Add seasonal dummy variables to the model, (These go in the Exog variables box)  do they make a difference to the result?

6)
What are the long-run normalized β coefficients. What do the adjustment coefficients (α) tell us about the speed of adjustment.

7)
Now re-specify the Johansen analysis to include a time trend (drift term). This is option 4 from the cointegration menu. How do the results now differ and what do you conclude about drift in the long-run relationship between the interest rates

8) Use the Vector Error Correction Model (VEC) associated with the long-run interest rate model from part (4) without the seasonal dummy variables to analyse the short run relationship between R1, R3 and R10. This is the same as used in the previous exercise, don’t forget not to add a constant. In the cointegration tab, include a constant and specify the number of cointegrating relationships specified in part earlier.

What value do the error correction terms have and are they significant? |re any of the first-differenced variables significant. Assess the diagnostic tests for this model. 

9) Repeat the tests for cointegration using TBILL, R1 and R10, produce the corresponding ECM, assess the results.

Computer Exercise 5

Further Panel Data

The data file for computer practical 4, contains data on the level of bank efficiency in a sample of Banks (efficiency), as well as the long-run interest rate (LR), number of loans made (LLLD) and whether they had been externally audited (EA), (as well as   return on assets, return on equity). The data is in a panel consisting of the main banks in Asia and includes the years from 1999 to 2005. There are 17 banks included, giving 119 observations in all.

Create a panel structure in E-views. To do this you need to go to  ‘proc’ then click on structure…. In the resultant box you need to click on workfile structure type, then scroll down until you get to ‘dated panel’. In the cross section box type ‘place’ and in the date series box type ‘year’. Then highlight annual in the frequency box. It should now be in a panel structure
1) Estimate a Panel Least Squares equation, interpret the results on the following model:
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2) Carry out tests for stationarity on all the variables in the above model. This requires clicking on the variable, then selecting ‘view’ and then ‘unit root test’. Then click OK and the various tests will appear. Interpret the result, but you will notice that the results do not necessarily agree with each other!

3) Estimate an Arellano-Bond dynamic equation, on the above model. This entails choosing the ‘Quick’ option from top panel, then ‘estimate an equation’. Type in the variables in the equation specification box and in the ;method’ box you need to select ‘GMM/ Dynamic panel’ option. In the resultant window choose the ‘Dynamic panel Wizard’ option, when this appears select the next button. In the following windows, just press ‘next’, as this lists the variables in the equation box. Then try the following in the subsequent windows:

· Select Transformation Method: use the differences option (Arellano-Bond approach)

· Specify GMM Instruments: leave this with the default instrumental variable already in the box and select ‘next’.

· Specify Regular Instruments: In the first box (Differences) include for now all the explanatory variables lagged by one period, i.e. ea(-1) etc, then select ‘next’.

· Select Estimation Method: Again choose the method already selected by the programme for now.

· Select ‘next’ then press ‘OK’ and the results should appear. Interpret the results, especially the coefficient on the lagged dependent variable.
· Type ‘scalar pval = @)chisq(J statistic, s-k) to carry out the Sargan test of overidentifying restrictions, under the null that they are valid and instruments are suitable. (s is the instrument rak and J-statistic can both be found under the results).

4) Repeat the above process with the Arellano-Bover approach to dynamic panels, the main difference to the steps above, is in the ‘Select Transformation Method’ window you need to click on the ‘Orthogonal differences’ option, the rest can be the same as before.
Computer Exercise 6
ARCH, GARCH and EGARCH Models

The data file for computer practical 5 contains data on the UK/US exchange rate, UK and US stock prices and UK and US consumer prices. The data is all monthly and runs from 1980m1 to 2002m12.

 Create logarithms of the data and first-difference the data.

1) Using the first differenced US stock price index (i.e. ussd=uss-uss(-1)), run an AR(1) model. Plot the data and the residual from this regression. Does the variance of the residual appear constant? Is there any evidence of ‘bunching’.

2) Save the residual from the AR(1) regression. Create a new variable which consists of the residual squared. Run a secondary regression, which consists of the squared residual as the dependent variable, regressed on a constant and 12 lags of the squared residual. Collect the 
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 statistic and calculate the test statistic, which is the number of observations multiplied by the 
[image: image4.wmf]2

R

 statistic. It follows a chi-squared distribution with 12 d of f. Is there any evidence of ARCH?

3) Compare this result to the test statistic produced by E-views when the AR(1) model is estimated (This is in the Residual tests menu, then select ARCH-LM).

4) Using the same model as above, produce an ARCH(1) model. (select Quick – Estimate Equation then ARCH). In the mean equation specification type in the AR(1) model, choose 1 ARCH term, ignore the variance regressors. Is the ARCH (1) term significant? Check the diagnostic tests, especially the residual tests. Does this model forecast well?
5) Repeat the above process, but this time include a GARCH term as well. Start with a GARCH (1,1) model, then experiment with GARCH(1,2) and GARCH(2,1) models. Compare their performance and forecasts with the ARCH model. Also in the ARCH-M box select the Stan Dev. Option to produce a GARCH in mean model, interpret the results, i.e. is there a risk/return trade-off?

6) Try to conduct the above tests, this time using the UK/US exchange rate and the US consumer price index. 
7) Given that financial markets tend to exhibit asymmetric adjustment to positive and negative shocks, we are going to carry out a TGARCH or Threshold GARCH model, which incorporates a dummy variable to account for the different reactions to positive and negative shocks. Firstly plot the data for UK stock prices and carry out the ARCH test on the residuals from an AR(1) model.

8) Using the UK stock price model, carry out a GJR GARCH type model (Glosten, Jagannathan and Runkle) to determine if asymmetric responses to different shocks occurs. Again select the ARCH option from the Quick – Estimate Equation selection. This time choose the TARCH (asymmetric) model rather than a GARCH model. Select a GARCH(1,1) model to begin with. Is the (RESID<0) term significant? Again check the diagnostic tests and assess how well the model forecasts.

9) Repeat the above tests using the US stock price and UK/US data. What do you conclude about the presence of asymmetric GARCH in these two assets?

10) Estimate an EGARCH(1,1) model  for US stock prices ( from the model box, select EGARCH) interpret the results, is there any evidence of asymmetric adjustment? By selecting the ARCH-M option, estimate an EGARCH-M model.
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